
 1 

Introduction of data assimilation procedures in the meteorological pre-processor 

of atmospheric dispersion models used in emergency response systems 
 

Ivan Kovalets
∗a
, Spyros Andronopoulos

b
, John G. Bartzis

c
, Nikos Gounaris

b
, Anatoliy Kushchan

a
 

 

a
 Institute of Mathematical Machine & System Problems, National Academy of Sciences of Ukraine, Department of En-

vironmental Modelling, pr. Glushkova-42, 03187, Kiev, Ukraine 

b 
National Centre for Scientific Research "Demokritos", Institute of Nuclear Technology and Radiation Protection, Envi-

ronmental Research Laboratory, 15310 Aghia Paraskevi Attikis, Greece 

c 
Aristotle University of Thessaloniki, Department of Energy Resources Management Engineering, Kastorias and Flem-

ing Str., 50100 Kozani, Greece 

 

Abstract - Data assimilation (DA) procedures were developed and implemented in the frames of the meteorological pre-

processor (MPP) of an emergency response system (ERS) to enable simultaneous use of different meteorological meas-

urements (wind velocity, cloud cover, net radiation, precipitation) with Numerical Weather Prediction (NWP) data. The 

DA procedures were based on the optimal interpolation algorithm and the method of iterations to optimal solution, com-

bined with methods for scaling the weighting coefficient between fields obtained by the measurements and those ob-

tained by the NWP data. For validation purposes, the calculated by the MPP meteorological fields were compared against 

measurements performed in two real-scale experiments (ETEX1 and 2). Data from ground-based synoptic weather sta-

tions were used for the improvement, through DA procedures, of the first-guess fields obtained from the NWP data, 

while measurements from surface stations, sonic anemometer and sodar were used for comparison with the results of the 

MPP. The performance of the two developed DA procedures was evaluated through statistical indices (root mean square 

and systematic deviation of wind speed and direction) and through graphical representations. Both DA procedures im-

proved the agreement between computed and measured meteorological fields in both examined experiments.  
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Introduction 

Atmospheric Dispersion Models (ADMs) usually receive input from diagnostic wind models (meteorological 

pre-processors - MPPs), which act as interface between them and the incoming meteorological data.  The meteorological 

data can be measurements from one or more stations in the area of interest or prognostic data from synoptic- or meso-
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scale Numerical Weather Prediction (NWP) models.  The measurements are representative of the past and current local 

conditions, while the NWP data cover a wider range in space and time where no measurements exist.  As it was stated in 

Seaman (2000) the optimal way of producing the input wind fields for ADMs is using the available measurements within 

the NWP models, employing four dimensional data assimilation procedures (4DDA). 

ADMs play a key role in the sequence of model components of real-time emergency response systems (ERS) 

like RODOS (the Real-time On-line DecisiOn Support system for nuclear emergency management in Europe (Raskob 

and Ehrhardt, 1999).  NWP models are not included in the existing ERSs and consequently cannot be rerun at arbitrary 

time moment.  ERSs use either results of NWP models calculated externally or meteorological measurements from sta-

tions in the area of interest.  The analysis time of the NWP data is usually several hours in the past. So in the cases that 

NWP data are used as input to ADM of ERS, the information from measurements available between the NWP analysis 

time and present time is lost.  As a consequence, relatively large differences can be observed between results of the 

ADMs calculated with locally measured meteorological data and those obtained with the forecasts of the NWP models.  

Such deviations have actually been observed in practical applications of the RODOS system. 

In literature several studies have appeared comparing the wind fields, calculated by MPPs with the use of only 

measurements or of only NWP data (Kumar and Russel, 1996, Lamprecht and Berlowitz, 1998). In works where wind 

fields are calculated by MPPs from measurements, variational divergence-minimizing procedures are adopted (compre-

hensive review of such kind of diagnostic models is given in Fisher et al., (1988)) to account for the influence of terrain 

on the wind flow. It is well known (Fisher et al., 1988) that performance of these methods crucially depends on the qual-

ity of the first-guess field, which is produced by interpolation of only the measurements (Fisher et al., 1988), neglecting 

NWP data. 

Almost no studies have been performed for the case of wind fields calculated by the MPPs with the simultane-

ous use of both types of input data: NWP and measurements. Only in the MPP "CALMET" of the modelling system 

"CALPUFF" (Scire, 2000) an attempt was made to produce an optimal first guess field for divergence minimizing proce-

dure, that used both NWP data and measurements. However, the basic assumption was that existing measurements were 

already used by the NWP model in its own DA procedure. That assumption is usually not valid for the operational use of 

real-time ERSs. 

The simultaneous use of NWP data together with meteorological measurements within the diagnostic model is a 

problem of 3-dimensional data assimilation (3DDA). Previous 3DDA methods were developed and used for the calcula-

tion of initial conditions for synoptic- and meso-scale NWP models, but were never (except in wind model CALMET, 

mentioned above) used in the meteorological pre-processors for air-quality studies. Furthermore, meteorological pre-

processors usually operate on smaller spatial scales than the NWP models. So, the main objective of the work presented 

in this paper is to introduce suitably adapted 3DDA techniques into a MPP used in the frames of the emergency response 

system RODOS. The aim is also to evaluate the effects of the introduced 3DDA procedures, by comparing calculated 
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meteorological variables obtained with the use of NWP data only and with the use of both NWP data and meteorological 

measurements, with a real case experimental data. 

The existing 3DDA methods, can be classified in the following two main categories (Daley, 1991): 

1. Formal methods, sometimes called objective wind analysis methods, such as Cressman and Barnes methods. 

2. Statistical methods, such as the well-known "Optimal Interpolation", first introduced by Gandin (1968). 

Each of the abovementioned types of DA methods has its own advantages and weak sides: formal methods are 

the most robust and operationally inexpensive (i.e., more suitable for real-time ERSs), while statistical methods use in-

formation about the statistical structure of the meteorological fields and are good when the latter is well defined. It is also 

known (Gandin, 1968), that the performance of the formal methods is more sensitive to the density of the measuring 

network than the performance of the statistical methods. At the same time, for a very high density of the measuring net-

work, results of both types of methods are identical.  

An additional difficulty that usually arises when either 3DDA or 4DDA methods are implemented is their vali-

dation (Seaman, 2000). Usually it is difficult to validate the DA procedures against the meteorological measurements, as 

these were already used in the DA procedures (Seaman, 2000), and such a validation demands significant additional 

number of meteorological measurements that is usually rather expensive. Another, indirect, approach for the validation of 

the DA procedures in a wind model is comparison of concentrations calculated by the dispersion model, which used wind 

fields calculated by the wind field model as input (Seaman, 2000, Lamprecht and Berlowitz, 1998). Though, the number 

of concentrations measurements is usually enough for making statistics, this approach suffers from another drawback: the 

dispersion model has many sources of its own errors, such as different parameterisations. Therefore it is sometimes diffi-

cult to filter out the effect of errors of the dispersion model from the effect of the DA procedures. 

In this paper the development of a 3DDA procedure based on the two types of DA methods is presented. Results 

of calculations are compared against the meteorological data set measured during the European Tracer Experiment 

(ETEX, S.E. Gryning., et. al., 1998).  

Method of solution 

The developed DA procedures in this work were introduced into the MPP of RODOS system.  This MPP calcu-

lates all meteorological variables needed by ADMs, such as 3-dimensional fields of wind velocity, temperature, pressure, 

and diffusivity coefficients and 2-dimensional variables, such as precipitation, cloud cover, net radiation, sensible heat 

flux, stability category, friction velocity, Monin Obukhov length, convective velocity, mixing layer height. With the in-

troduced DA procedures, calculation of the abovementioned meteorological variables is performed in the following main 

steps: 

1. Calculation of the first guess estimation of the wind field, temperature and other meteorological variables on the 

computational grid of the MPP by 1/r
2
 interpolation of the corresponding values from the grid of the NWP model 
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2. Assimilation of the scalar variables measurements (such as surface temperature, cloud cover, net radiation, precipita-

tion) 

3. Assimilation of the wind velocity measurements 

4. Final calculation of all remaining meteorological fields, such as stability category, Monin Obukhov length, friction 

velocity etc, based on the existing methodologies in the current version of the MPP of RODOS system (An-

dronopoulos, 1998). 

Assimilation of the scalar fields measurements is performed using the variant of Cressman-type objective analy-

sis procedure called "Iterations to optimal solution" (IOS) described by Daley (1991). Before describing it, let’s note, that 

from statistics theory, if there are two one-point observations Of  and Bf  of the same physical quantity f , and these 

observations are known to have root mean square errors OE  and BE , then the "optimal" estimate Af  of the quantity f  

will be given by: 
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optimal estimate Af  of the vector f  in the points k , 10 +<< Kk  will be, according to Daley (1991): 
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Now, if we define the background (or first-guess) field of some meteorological variable as Bf  with constant root mean 

square error BE  and the observations of the same variable as Of  with constant root mean square error OE  then, as it is 

proved by Daley (1991), the following iterative procedure converges at the points of observations to the value defined by 

relationships (1) or (2): 
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if the elements of covariance matrices ( )ikb=B  and ( )iko=O  introduced above, can be represented as 

( ) 2

Bikik Erwb = , I
2

Oik Eo = , where I  is identity matrix. In (3) index "i" denotes the node of the pre-processor grid, 

index "k" the point of observation, ( )ikrw  is the weight function, defined, for instance, by Daley (1991): 
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where OR  is the radius of influence. 

The IOS method (3)-(4) is used for the assimilation of measurements of the surface temperature, cloud cover, 

net radiation and precipitation, with parameters 
22

OB EE  and OR  given in Table 1. The "typical" values for relative 

errors and radii of influence for these meteorological variables were taken from Gandin (1978) where they were esti-

mated from measurements. It should be noted here that values of radius of influence and relative errors given in Table 1 

were estimated by Gandin (1978) for the measurements of the corresponding variables, averaged through 6 hours per 

measurement (this averaging time for a single measurement is not to be mixed with the averaging time through which 

correlation functions were defined). Usually, measurements used in an emergency response system, as the RODOS sys-

tem, are averaged through shorter time periods, e.g., from 10 minutes to 3 hours. However, it is well known that for 

smaller averaging times the relative error 
22

OB EE  can increase and the radius of influence OR  can decrease, as it was 

observed by Gandin (1978). So, the values given here should be the object of further investigation.  

Here it is worth to note that, for more physical consistency of the meteorological fields calculated by the MPP, 

assimilation of measurements of cloud cover and net radiation is not performed independently. At first at all observation 

points, where cloud cover is measured, net radiation is calculated using relationships from Hanna and Chang (1993). The 

same relationships are used at the points where net radiation is measured to calculate the cloud cover. After that, the as-

similation of the resulting measurements of either cloud cover or net radiation is done depending on what field was de-

livered by the NWP model. 

Assimilation of the wind velocity observations is done in the following two steps: 

1. Extrapolation / interpolation of the wind velocities observed values from the observational levels to the vertical lev-

els of the MPP (Figure 1). 

2. Assimilation of the extrapolated / interpolated wind velocity values on each of the vertical levels of the MPP 

Extrapolation is done only in the lower 200 m of the atmosphere, where Monin-Obukhov similarity theory usu-

ally can be applied. The values of friction velocity and Monin-Obukhov length required by the Monin-Obukhov similar-

ity theory are calculated at the points of observations using the following iterative procedure (Fisher et al., 1998): 
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Here ψ  is stability function, defined, for instance, by Fisher et al. (1998), 1z  is the height of the first measurement level 

of velocity, 0z  is the roughness height, hQ  is the sensible heat flux at the measurement point. The latter is calculated 

from the measured cloud cover or net radiation using empirical relationships (Hanna and Chang, 1993).  The first ap-
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proximations to ∗u  and L  in the iterative procedure are defined as for neutral stratification: 

( ) ( )011 ln    m, 10001 zzzUuL κ== ∗ . 

Wind direction is extrapolated according to the approach, proposed by van Ulden and Holtslag (1985) to ac-

count for the effect of the Coriolis force on it. In that approach the deviation ( )zD  of the wind direction at height z  

from that at 0=z  is assumed to be: 

 

[ ])/exp(1)(/)( 21 hzddhDzD −−=   (6) 

 

where ( )hD  is the deviation of the wind direction at hz =  with respect to the wind direction at 0=z , h  is a refer-

ence height (taken to be 200 m), and 568.11 =d , 0.12 =d  are constants. ( )hD  depends upon the Monin-Obukhov 

length and that dependence is represented by the empirically defined table function given by van Ulden and Holtslag 

(1985).  

Assimilation of the measured values of the wind velocity can be done in two ways: 1) using the already de-

scribed IOS method and 2) using a multivariate optimal interpolation (OI) method.  

In the first case the relative error, 
22

OB EE  required by the IOS method is defined using the following consid-

erations. In the meteorological pre-processor CALMET (Scire, 2000) the wind field Af  defined at the nodes of MPP grid 

is calculated as the weighted sum of Bf  and Of : 

 

( ) BOOOA WW fff ⋅−+⋅= 1   (7) 

 

where Bf , Of  are calculated at the nodes of the MPP by interpolation from the nodes of the NWP model and from ob-

servations locations respectively, and OW  is the weighting coefficient. Comparing (7) and (1) a relationship between the 

weighting coefficient OW  and the relative error 
22

OB EE  
can be easily established:  

 

( )OOOB WWEE −= 122
  (8) 

 

After that, the relationships proposed by Scire (2000) for the calculation of OW  can be used for the calculation 

of relative error 
22

OB EE  using (8). In the present work the latter were slightly modified to account for the fact, that ob-

servations were not already used in the NWP model in its own data assimilation procedure, as assumed in the CALMET 

model.  So the following relationships are used here for the determination of the weighting coefficient OW : 
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SZO WWW =  (9) 
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where, 9.0=SW  is set to be constant, 0H∆  is also constant, with default value 100 m, izδ  is the height difference 

between the i-th vertical level of MPP and the highest level of wind velocity observation at the given point of observation 

as it is shown on Figure 1. Thus, ( )ikOO zrWW ,=  is expressed as a function of the observation number k and the verti-

cal level of MPP, where observed values of the wind velocities were interpolated / extrapolated.  After calculating the 

value of OW  by the relationships (9)-(10), the parameter 
22

OB EE  is calculated using the relationship (7). Note that if 

9.0=SW  and 1=ZW  then 922 =OB EE . This is a reasonable estimate of relative error for the ground level meas-

urements of wind velocity (Gandin, 1978). 

The radius of influence by default is defined from the root mean square (RMS) deviation of the terrain height 

above the sea level from the "mean" terrain height above the sea level (the height, averaged through all grid points).  This 

dependence is given in Table 2 and it shows a decreasing radius of influence with increasing RMS, which is obvious 

from a physical point of view. The value R0 = 150km (for the relatively smooth terrain) is taken from Gandin (1978). 

The IOS scheme (3) converges to the "optimal" solution (2) when the variable f  is homogeneously and isot-

ropically distributed, and its correlation function corresponds to the weighting function used in (3). But, it is well known 

(Monin and Yaglom, 1975), that homogeneity and isotropy of the wind field does not mean that correlation functions 

( )jiuu rr ,µ , ( )jivv rr ,µ  of the U and V components of velocity are isotropic, since they can be dependent on the turn-

ings of the coordinate system. At the same time, when IOS procedure (3) with the weight function (4) is applied, the isot-

ropy of ( )jiuu rr ,µ  and ( )jivv rr ,µ  is implicitly assumed. The error of this assumption grows with distance. An addi-

tional drawback of the IOS scheme is that it is impossible to use the increasing with distance bi-correlation function 

( )jiuv rr ,µ  for the wind field. So the multivariate OI scheme was also considered as an alternative for the assimilation of 

the wind fields. In this case, the correlation functions of the isotropic 2D non-divergent velocity field, can be assumed to 

have the following form (Daley, 1991): 
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The estimates ( )iA ru  and ( )iA rv  of the u and v components of the analysed velocity field at the point ri are 

expressed in the following form: 
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where ( )iB ru , ( )iB rv  are background (first guess) values of components of velocity at the MPP grid, Ou  and Ov  are 

vectors of observed values of length K (total number of the observation points where observations of velocity are avail-

able), Bu  and Bv  are vectors of background values at the points of observations (calculated by interpolation from the 

nearest points of the MPP grid), and the weight vectors vvvuuvuu WWWW  , , ,  of length K are calculated by solving 

the following system of equations: 
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Matrices and vectors, included in (13) are defined by the following relationships: 
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where K is the number of observations, ( ) NmzmB ≤≤1 ,σ  is the root mean square error of the first guess velocity 

field for the given vertical level m, N is the number of the vertical levels of the MPP, ( )mkO zr ,σ  is the root mean 

square error of the observations at the given observation point k and vertical level m. Definitions for the matrixes 
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The system of equations (14) was derived following Gandin (1968) in Kovalets (2003) using the assumptions 
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the root mean square error of the background fields can be assumed to be constant (for the given vertical level, for which 

the optimal interpolations is performed), so that ( ) ( ) ( )mBmk

B

vmk

B

u zzrzr σσσ == ,, . 

Thus, the system of equations (13) contains besides correlation functions, defined by the relationships (11a-c) 

only the relative errors of the values of the background field and observations. Relative errors were already defined 

above by the relationships (8)-(10). So, the system of equations (13) is closed and can be solved for each node of the 

MPP. After that, correction of the wind field with the use of equations (12) is performed. 

Finally, it should be noted that the following variables are subject of DA procedures: wind velocity, tempera-

ture, cloud cover, net radiation and precipitation.  This is because routine meteorological measurements exist for these 

variables and are usually available for RODOS system.  At the same time, other variables such as mixing layer height, 

sensible heat flux, stability category, friction velocity and Monin-Obukhov length, for which routine measurements are 

not usually available, are affected by the DA procedures indirectly, through their dependence on the wind velocity and 

net radiation. 

Comparisons with experiments 

Calculated meteorological variables were compared with the meteorological measurements, performed during 

the ETEX (S.E. Gryning et al., 1998). The ETEX database contains both ground and upper air observations collected 

from the time of the tracer releases (23 October and 14 November 1995) and three days ahead. The weather forecast data 

for the periods of both of the ETEX releases were obtained from the ECMWF data archive. The measurements per-

formed during the ETEX covered a domain of almost 1500 x 2000 km
2
, which is much more extended than the computa-

tional domain of the RODOS MPP. The latter is designed for calculations on the local to meso-scales (Raskob and 

Ehrhardt, 1991), i.e., for domain sizes of 60 to 400 km. So, calculations with the RODOS MPP were performed in a 

square domain covering approximately 400x400 km
2
 around the point of tracer release in the ETEX experiments (Mon-

terfil, see Figure 2). The computational domain was discretised by a 5x5 km
2
 horizontal grid (solid lines in Figure 2). 

Data from the 8 ground-based synoptic weather stations, shown by the triangles in Figure 2, were used for the 

improvement of the first-guess fields in the data assimilation procedure. This choice was made to produce better esti-

mates of net radiation and stability category, because these stations contained, in addition to measurements of surface 

wind velocity and temperature, measurements of cloud cover, not available at the other ground stations, marked on 

Figure 2 by the circles. Data from the 71 observation stations marked by the circles were only used for the comparisons 

of the wind fields, calculated by the MPP in two cases: first using only the NWP data, and secondly using both the NWP 

data and the measurements.  

Data from the sonic anemometer and the sodar located at the centre of the domain (Monterfil) were also used for 

comparisons of the calculated meteorological fields with the observations. The sonic anemometer data contained meas-
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urements of sensible heat flux and of momentum flux. The sodar data contained measurements of the wind velocity ver-

tical profile. 

Four basic parameters can characterize the level of agreement between modelled and observed wind fields. 

These are the root mean square deviations of wind velocity (rmsu) and of wind direction (rmsd) and the systematic devia-

tions or bias of wind velocity (biasu) and of wind direction (biasd). They are defined by the following relationships: 
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f is either the wind velocity U, or the wind direction D, index "k" denotes the number of time steps of the NWP model in 

the ECMWF data base through which data were extracted for comparisons,  index "i" denotes observation points used for 

comparisons. For the first ETEX release Nk=9, while for the second Nk=13. Ni = 71 for both ETEX 1 and 2 cases. To 

calculate biasd, at first differences of the wind direction were averaged through spatial locations, and after that, resulting 

values were averaged through the time steps. 

The values of rmsu, rmsd, biasu, biasd calculated for the first guess field (with the use of NWP data only), and 

those calculated with the use of different data assimilation procedures (optimal interpolation, iteration to optimal solu-

tion) are presented for each of the ETEX releases in Table 3. The value for R0 was taken from Gandin, (1976) and set 

equal to 150 km. 

In both cases comparisons clearly show improvement of the wind fields with the use of DA procedures. For the 

case of the first ETEX experiment the values of the rmsu and rmsd are almost not affected by the DA procedures, while 

for the case of the second ETEX experiment the improvement of the rmsu, rmsd under the influence of the DA proce-

dures is clearer. This can be explained by the fact that, according to Gryning, et.al. (1998) the first ETEX experiment is 

characterized by weather conditions better represented in parameterisations of the NWP models than the weather condi-

tions of the second ETEX experiment. The values of biasu and biasd are strongly affected by the use of DA procedures 

in almost all cases.  As it can be seen from the data presented in Table 3 the OI method generally performs better. This is 

expected, because, as it was discussed in the previous section, the OI method utilizes the information on the correlation 

functions of the wind fields to a greater extent than IOS. At the same time, the use of the OI method can be 5-10 times 

computationally more expensive than the use of the IOS method. 

It is worth to compare results of 3DDA assimilating procedures, given in Table 3 with results of 4DDA from 

Seaman (2000) given in Table 4: it can be seen that the level of improvement, achieved by the use of 3DDA in the pre-

sent work is in agreement with the effect of 4DDA when used in prognostic models. 
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Examples of the wind fields calculated by the MPP for the 00:00h of 25 of October are shown in Figure 3. As it 

can be seen from this picture, the background field calculated by the MPP using only the NWP data is much smoother 

than  the one calculated using the optimal interpolation. This is expected, as small-scale features of the flow are filtered 

by the coarse grid of the NWP model (Figure 2). On the other hand, the fact that the wind field, calculated with the use of 

OI procedure is also smoother, than the wind field calculated with the IOS procedure, is mainly due to the properties of 

algorithm itself (Gandin, 1978). Furthermore, observed values of the wind velocities show rather big differences in both 

wind speed and direction between different locations. As it can be seen, the observed wind direction in the centre of the 

domain is mostly southern, and background values are corrected in right way by the OI procedure. However for more 

accurate modelling of the influence of terrain features on the wind field the statistical methods of data assimilation should 

be combined with the variational methods such as described in (Fisher et al., 1998). 

Figure 4 shows comparisons between calculated by the MPP and measured values of friction velocity u* and 

kinematical heat flux Tu ′′  during the first ETEX experiment at the location of the sonic anemometer (Monterfil in the 

Figure 2). As it can be seen from Figure 4 the use of data assimilation procedure significantly improved the values of the 

friction velocity. At the same time, the values of the kinematical heat flux remained almost non-affected by the DA pro-

cedure, but in both cases they have reasonable values for both stable (negative values) and unstable (positive values) 

conditions. Thus, Figure 4 confirms the known fact that, when the first guess estimation of a certain meteorological vari-

able is poor, then the DA procedure improves it; if the first guess estimation is good, then improvement cannot be ex-

pected. 

At the same time, it is worth to note that the values of friction velocity and sensible heat flux are not affected di-

rectly by the DA procedures (as it was mentioned in the previous section), but only through their dependence on such 

variables as wind velocity, temperature and other that are directly affected by the DA procedures. Consequently im-

provement of these variables depends not only on the quality of the DA procedures, but also on accuracy of the parame-

terisations used for calculation of these variables from the “basic” variables (velocities, temperature and other).   

Figure 5 shows comparisons of the vertical profiles of the wind fields, calculated by the MPP with those meas-

ured by the sodar. As it can be seen from that picture, the profiles of the wind velocity calculated by the MPP with the 

use of the observed surface wind velocities, are better than the profiles calculated with the use of the NWP data only. 

This is due to the extrapolation procedure performed before the assimilation of the wind velocities. As extrapolation (for 

the surface data) is performed only in the lower 200 m layer of the atmosphere, improvement (for that case) can be ob-

served only in the lower 200 m layer as it is seen from Figure 5.  

Using relationships (6) for the extrapolation of the wind direction also results in a generally good agreement of 

the dependence of the calculated wind direction with height with the observed data. The disagreement in wind direction 

that exists in some cases is due to disagreement between experimental data of ground level stations, used in DA proce-
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dure and the values provided by the sodar that sometimes could be up to 30º. This disagreement could be possibly attrib-

uted due to different averaging times (3 h for ground observation stations and 30 minutes for sodar). 

In the current study sodar measurements were not used in the DA, because they were used for comparisons.  In 

the case, when measurements of the wind velocity data are not vertically extrapolated, but interpolated (for instance, if 

sodar measurements were used for the data assimilation) improvement can be expected not only in the lower 200 m layer, 

but also at the higher levels.  

Conclusions 

The work presented in this paper concerned the development of a data assimilation methodology for the simul-

taneous use of both NWP data and meteorological measurements by the meteorological pre-processor of a real-time 

emergency response system. This methodology has been implemented in the MPP of RODOS. The methodological ap-

proach for solving the data assimilation problem developed in this work is based on the method of optimal interpolation 

(OI) and the variant of method of successive corrections called "Iteration to optimal solution" (IOS) (Daley, 1991). These 

methods were previously used for calculation of initial conditions in meteorological synoptic- and meso-scale prognostic 

models. By combining these methods with the approach used in the diagnostic wind model CALMET (Scire, 2000) for 

determination of the weighting coefficient, they were modified for use in the frames of the MPP that acts as local to 

meso-scale diagnostic model. 

The developed methodologies of data assimilation were validated against the meteorological measurements per-

formed during the ETEX. Comparisons were performed only against the independent measurements, i.e., those, which 

were not used in the DA procedure. Comparisons showed, that both of the developed procedures of data assimilation lead 

to improvement of the final calculated field of wind velocity, and better agreement with experimental data. The level of 

improvement was of the same order as of the 4DDA procedures used in the prognostic models (Seaman, 2000). Ap-

proaches presented in this work can be also used for the calculation of the first guess wind field used in variational diver-

gence minimizing procedures and investigation of the effect of such combination of the two methods on the final wind 

field should be conducted.  

Further validation of the MPP could include also comparisons of the concentrations predicted by the ADMs 

(which used calculated by the MPP wind field as input) with observed concentrations. 
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Figure 1: On the determination of the weight parameter WO 

Figure 2: Computational domain for the MPP test case, with the points of meteorological observations from the ETEX 

database. Triangle points: measurements used for DA.  Circle points: measurements used for comparisons.  Cross points: 

nodes of the NWP model. Solid lines: MPP grid  

Figure 3 Wind fields at 10 m height calculated by the MPP for the 25 October, 00:00UTC. a) Background wind field 

(calculated from NWP without DA); b) wind field calculated with the use of IOS procedure R0 = 50 km; c) observed val-

ues of wind velocity; d) wind field, calculated with the use of OI procedure, R0 = 150 km. 

Figure 4 Dependence of the friction velocity (a) and kinematical heat flux (b) with time. Dots - measured data, solid line 

- calculated data with the use of DA procedures, dashed line - calculated with the use of the NWP data only.   

Figure 5 Vertical profiles of the wind velocity (a1, b1) and of the wind direction (a2, b2) for different time moments: 

calculated by the MPP with the use of observations (▓, solid line), with the use of the NWP data only (▲, dashed line), and 

measured by the sodar (♦). 
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Tables 

 
Variable R0 (km) EB

2
/EO

2 

Surface temperature TS 150 9 

Cloud cover 150 9 

Net radiation 150 6 

Precipitation 50 9 

Table 1 Radius of influence and relative error used in the IOS procedure for different meteorological elements. Values 

were taken from Gandin (1978). 

 
Terrain elevation RMS deviation (m) R0 (km) 

0 < RMS < 100 (plane) 150 

100 < RMS < 200 (hilly) 100 

200 < RMS < 300 (small mountains) 70 

300 < RMS (mountains) 50 

Table 2 Dependence of the radius of influence R0 upon the RMS deviation of the terrain elevation 

 
Variable Background 

ETEX1 

OI 

 ETEX 1. 

IOS 

ETEX 1. 

Background 

ETEX 2 

OI 

ETEX 2 

IOS 

ETEX2 

rmsu, m/s 

 

2.57 2.44 2.51 2.21 1.94 2.0 

biasu, m/s 

 

0.67 -0.08 -0.39 0.5 -0.18 -0.37 

rmsd, dec. 

degree 

33 33 33. 56 48 42 

biasd, dec. 

degree 

10.3 5.5 7.23 18.7 5.9 -1.3 

Table 3 Statistical characteristics of the calculated and observed wind fields 

 

 
Model, scale of grid  Without data assimilation 

rmsu (m/s), biasd (dec. degree) 

With data assimilation 

rmsu (m/s), biasd (dec. degree) 

RAMS, dx = 1.32 km 3.63, - 0.93, - 

RAMS, dx = 0.33 km 2.58, - 2.23, - 

MM5, dx = 4 km 2.63, -8.4 1.72, -9.2 

Table 4 Results of 4DDA used in different prognostic models far small-scale applications, results from review (Seaman, 

2000) 
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