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[bookmark: _Toc8637867]Introduction
For assessment of consequences of radiological emergencies and for development of plans of the remediation and emergency response activities the first task to be solved is calculation of time and spatial distribution of concentration of radionuclides in air and their deposition on ground and sea surface. Such models are then used either in standalone mode or integrated in comprehensive software systems that combine different models (atmospheric, hydrological, sea, food-chain dose models etc) such as the EU nuclear emergency response system RODOS (https://resy5.iket.kit.edu/JRODOS/) or the US NARAC emergency response system (https://narac.llnl.gov) . Since 2002 the author of this report Ivan Kovalets was involved in the development of the atmospheric dispersion module (ADM) of the RODOS system including data assimilation algorithms  ADM in collaboration with the main developer of RODOS ADM NCSR ‘DEMOKRITOS’ (Greece) (Andronopoulos et al., 2010, Andronopoulos et al., 2016, Kovalets et al., 2004, Kovalets et al., 2014, Kovalets et al., 2019). When visiting KIOST the task of Ivan Kovalets was to install in and apply atmospheric transport model, which may be then used by KIOST for assessment of consequences of different radiological and other pollution scenarios which can lead to fallout of hazardous pollutants on ocean surface. Since RODOS is copyrighted system and could be rendered only by official request to the main coordinator of the RODOS system – Karlsruhe Institute of Technology (Germany), it was decided to install in KIOST and test the freeware atmospheric transport model.
Presently there are 3-4 most known atmospheric transport models applicable for calculation of atmospheric transport to distances of about from hundreds to thousands km  and which could be freely downloaded and used: 
1) CALPUFF (Scire et al., 2000),
2) FLEXPART (Stohl et al., 2005),
3) HYSPLIT (Stein et al., 2015),
4) WRF-CHEM (Grell et al., 2005).
CALPUFF is Gaussian puff model, i.e. it uses more empirical parameterizations (such as analytical relationships for puff dispersion), than do more contemporary other models. Additionally, this model was not specially designed for radioactive releases. The same is true for WRF-CHEM model. This model is also quite computationally expensive and requires simultaneous integration of flow equations together with chemical transport equation.  HYSPLIT is one of the most popular models, however t’s source code is not freely downloadable and is available for non-commercial purposes only by request. FLEXPART is Lagrangian particle model of atmospheric transport of contaminants suitable for applications from local to long-range scales.  This model was jointly developed by the Norwegian Institute of Air Research, Austrian Institute of Meteorology, University of Natural Resources and Applied Life Sciences, and Preparatory Commission for the Comprehensive Nuclear Test Ban Treaty Organization (CTBT). The code of FLEXPART is freely available for download and use (including possible modifications) under GNU license. This model has long lasting history, it is regularly updated and improved , and it was frequently applied for the assessment of different atmospheric transport scenarios,  including radiological accidents (Stohl et al., 2012, Srinivas and Venkatesan, 2005, Zhu et al., 2014, Lee et al., 2017), volcano eruptions (Dingwell and Rutgersson, 2014, Kristiansen et al., 2010) and others. FLEXPART was extensively validated against the field experiments such as ETEX and others [refs] and data of the real accidents such Fukushima (Stohl et al., 2012, Lee et al., 2017) and others. This model is highly respected in meteorological community and it is the one of the most widely used among the atmospheric transport models (427 publications refereed in Scopus found by keyword “FLEXPART” in May, 2019). Therefore it was decided to install and test this model at KIOST.
In the forthcoming chapters we describe the technical procedure of the model installation and set-up, including the problems and bugs that were resolved during model runs, and finally present the results of first model testing including intercomparison with other models. 
[bookmark: _Toc8637868]Model installation and set-up
Since FLEXPART model is to be run using meteorological forecasting data produced by the mesoscale meteorological model WRF in KIOST,  the FLEXPART-WRF v. 3.3.2 code which is specially designed for running with WRF was downloaded from https://www.flexpart.eu/wiki/FpLimitedareaWrf and installed on KIOST cluster. The main documentation references of FLEXPART and FLEXPART-WRF are the following: Brioude et al. (2013) and Stohl et al. (2016). However many other useful information including training materials and papers are available at site https://www.flexpart.eu .
[bookmark: _Toc8637869]Compilation and running
The compiled code is located at /home/ivan/flexpart/download/Src_flexwrf_v3.3.2
In the makefile makefile.mom the following changes were made to compile with intel fortran:
COMPILER=intel
NETCDF=/usr/local/netcdf/413_intel14
FCMPI      = mpifort –openmp
During first run for the test case described below it became clear (due to debugging) that when times between input meteorological fields are 6 hours (as in case of KIOST WRF data provided for testing) the parameter idiffnorm in source file par_mod.f90 describing ‘normal time between two wind fields’  should be increased according to available meteorological data. So it was set to 21600 s and the code was recompiled.
Three versions of executable were build:
· Optimized serial, running: make –f makefile.mom serial (executable flexwrf33_intel_serial);
· Mpi version, running: make –f makefile.mom mpi (executable flexwrf33_intel_mpi);
· And serial version for debugging (executable flexwrf33_intel_debug), which was built running the same make command as for serial version, but with changed options in makefile: INTEL_FLAGS= -mcmodel=medium –shared-intel –debug all and INTEL_LDFLAGS== -mcmodel=medium –shared-intel –debug all –lnetcdff.
The main input data are contained in input files AVAILABLE2 and flexwrf.input.forward1 described below. To run model when data are prepared the following command is used:
$./flexwrf33_intel_serial flexwrf.input.forward1
To use the debugging version input file flexwrf.input.forward1 should be copied to file flexwrf.input and then the following command is executed: 
$idb flexwrf33_intel_debug

[bookmark: _Toc8637870]Test case
The first test case was prepared using meteorological forecast by WRF model provided from KIOST  (wrfout file at /md1201/ivan/WRF_example/TYPHOON/2019-01-01T00/wrfout_d01_2019-01-06_00:00:00). The test case is prepared in folder home/ivan/flexpart/run_flexpart so, wrfout* file was copied there. The input files were prepared based on the examples of input files provided in distribution directory /home/ivan/flexpart/download/Src_flexwrf_v3.3.2/examples. Specifically, 2 input files: flexwrf.input.forward1 and AVAILABLE2 were used.  
The file AVAILABLE2 is very simple and contains set of times for which wrf-calculated meteorological fields are available and wrf file name at which those fields should be retrieved. It was modified accordingly:
20190101 000000      'wrfout_d01_2019-01-01_00:00:00'      ' '
20190101 060000      'wrfout_d01_2019-01-01_00:00:00'      ' '
20190101 120000      'wrfout_d01_2019-01-01_00:00:00'      ' '
…
The file flexwrf.input.forward1 is fully listed in Appendix 2. It contains running options,  description of the source and description of the output grid. It was prepared using as starting point an example input file provided together with the distribution of the code.
[bookmark: _Toc8637871]Preparation of the release input
The assumed release was at Hanul NPP (coordinates: 129.383, 37.0928). In the input file the source location is represented not by point, but by box defined by boundaries, which was set in input file accordingly:
129.3830         XPOINT1 (real)  longitude [deg] of lower left corner
  37.0928         YPOINT1 (real)  latitude [deg] of lower left corner
 129.3831         XPOINT2 (real)  longitude [deg] of upper right corner
  37.0929         YPOINT2 (real)  latitude [DEG] of upper right corner
The width of the box (0.0001 dec. deg≈10 m ) is negligibly small for the problem under consideration. According to initial settings found in example input file provided together with the distribution of the code, the source was assumed vertically distributed between 450 and 550 m:
   100.000        ZPOINT1 (real)  lower z-level
  1000.000        ZPOINT2 (real)  upper z-level
Note, that in practical applications typically release height is estimated using Briggs formula (Briggs, 1982). Even in case of vertically distributed sources such as Chernobyl or Fukushima, the  assumption of point source with using position of plume center mass as release height was often successfully used (Talerko et al., 2005,  Kovalets et al., 2014). When defined in such a way, release height is almost always located within the lower 500 m.
The second source was collocated with the first and was used just for testing purposes (number of sources is controlled by the variable NUMPOINT=2).
Two substances were emitted: the first is tracer (i.e. not depositing substance such as noble gas), the second is Cs-137. The parameters of substances were remained unchanged from original input file. After succesfull run with two substances was confirmed, the file was modified and only a single substance (Cs-137) was left.
Release duration was set to 12 hours starting from the start of simulation:
20190101 000000   ID1, IT1        beginning date and time of release
20190101 120000   ID2, IT2        ending date and time of release
The release inventories are given in mass units [kg]. For caesium (second) both sources emit 1 kg during release period. Example of the one of the corresponding lines in input file is:
.1000E+01         XMASS (real)    total mass emitted
Thus total release is 2 kg of Cs-137. The conversion from mass units to more common radiological units (Bq) will be described below.

[bookmark: _Toc8637872]Output grids definition 
Flexpart allows for output of the calculated concentrations on nested grids. The outer (course grid) is with 0.5 degree resolution, has 24x28 grid nodes and 3 levels in vertical. It is descrived by the following settings in input file: 
=====================FORMER OUTGRID FILE=====================
    123.00            OUTLOeNLEFT      geograhical longitude of lower left corner of output grid
    31.0              OUTLATLOWER     geographical latitude of lower left corner of output grid
    24               NUMXGRID        number of grid points in x direction (= # of cells )
    28               NUMYGRID        number of grid points in y direction (= # of cells )
    0                OUTGRIDDEF      outgrid defined 0=using grid distance, 1=upperright corner coordinate
    0.50           DXOUTLON        grid distance in x direction or upper right corner of output grid
    0.50           DYOUTLON        grid distance in y direction or upper right corner of output grid
    3                NUMZGRID        number of vertical levels
    100.0            LEVEL           height of level (upper boundary)
   1000.0            LEVEL           height of level (upper boundary)
  20000.0            LEVEL           height of level (upper boundary)
Note, that concentration is computed inside layers, which boundaries are defined by the variable LEVEL. The inner grid with 0.25 resolution was defined mainly for testing purposes because the resolution of meteorological data is quite course. However as we will see from the results even with coarse meteorological data increasing resolution has the pronounced effect on the results. 

[bookmark: _Toc8637873]Other parameters
Other options initially remained the same as in example file provided with distribution except some changes listed below.
· Of course, paths (first 3 lines) and simulation times were adapted accordingly
· Option LU_OPTION was set to 1 (Land use from WRF)
Comment: land use is important parameter because it defines deposition rate. However in FLEXPART documentation it was not found how to prepare separate file with land uses at the domain of interest. File with land use was provided in supplement to paper Brioude et al. (2013), file IGBP_int1.dat. This is encoded binary file, and description of the and encoding rules was not found and therefore it is difficult to check the accuracy of the data in this file.
· Option WIND_OPTION was set to 0 (snapshot winds, no time-average winds, because wrf file contains snapshot winds). Otherwise model failed.

[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: _Toc8637874]Output files
[bookmark: _Toc8637875]Format, structure and processing
The results of simulations are stored in NETCDF format. Time-dependent results of simulations are stored in  in files flx_<Domain>_<Date>.nc . Grid coordinates, topography, input releases are stored in files header_<Domain>.nc. 
Let consider most important concentration field from flx*.nc files. According to output of ncdump –h <file name> the description of the variable is the following:
CONC
Size:       24x28x3x2x2x3
Dimensions: west_east,south_north,bottom_top,species,ageclass,Time
Datatype:   single
Attributes:
description = 'CONCENTRATION OF AIRBORNE SPECIES'
coordinates = 'XLONG XLAT'
units       = 'ppt by mass'

Concentration is presented for each horizontal grid node (first 2 indices), each vertical layer (3d index), each specie (tracer and cesium in our case) 4th index, each age class and each time stored in  file. ‘Age classes’ are of no relevance to radionuclide dispersion, therefore in processing results the summation over age classes was done. In further simulations the parameter LAGESPECTRA was set to zero to exclude multiple age classes.
In present setting each file contains 3 time layers with times defined in variable Times in the same file. The time of the first time layer, corresponds to the date indicated in file name. 

[bookmark: _Toc8637876]Units of output results

Special attention should be paid to units of output results. FLEXPART works with mass units. For instance, from the description of variable  ReleaseXMass stored in file header_d01.nc according to the output by ncdump –h:
ReleaseXMass     
           Size:       2x2
           Dimensions: species,releases
           Datatype:   single
           Attributes:
           description = 'TOTAL MASS RELEASED'
              units       = 'kg'
 
we know, that release is given in kg. I.e. according to our settings listed above, total mass of Cs-137 released in our scenario M=2 kg.
However typically for radiological applications amounts of radioactivity should be measured in Bq and conversion factors should be used. Let consider for example input and output data in the presented case.  First of all to understand what amount of radioactivity was released the mass inventory of Cs-137 should be converted to Bq. To do so we use definition of Bq:

  				 			(1)
[bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Where N is the amount of atoms radioactive matter, λ is decay constant (7.3 E-10 1/s for Cs-137).
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK12][bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9][bookmark: OLE_LINK18][bookmark: OLE_LINK19][bookmark: OLE_LINK20]Molecular weight of Cs-137 is 137 g/mol=0.137 kg/mol. Thus M=2 kg of Cs-137 contains N= NA*M/0.137=6E23*2/0.137=8.7E24 atoms of Cs-137 (NA being Avogadro number). Thus total inventory of released Cs-137 in our scenario,  R=7.3 E-10 * 8.7E24=6.3E15 Bq. 

Next, dry deposition (DRYDEP) stored in netcdf flx* files is described as:

    DRYDEP
           Size:       24x28x2x2x3
           Dimensions: west_east,south_north,species,ageclass,Time
           Datatype:   single
           Attributes:
            description = 'ACCUMULATED TOTAL DRY DEPOSITION'
            units       = 'pg m-2'
            coordinates = 'XLONG XLAT'

So, the units for dry deposition are defined in output file as pg/m2 (the same for wet deposition), i.e. 1E-15 kg/m2. Therefore conversion of deposition D given in [pg/m2] to  deposition D given in Bq/m2 should be simple:
[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK24][bookmark: OLE_LINK25][bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK23]D[Bq·m-2]=D[pg·m-2] ·1E-15·NA· (1/0.137) ·λ= D[pg·m-2] ·1E-15·6E23· (1/0.137) ·7.3E-10≈ 3.2D[Bq·m-2].

However it appeared that units of deposition in FLEXPART output file are defined erroneously: actual deposition units are ng·m-2
This error was first noted because of extremely high (orders of magnitude) underestimation of deposition following release scenario as compared to results of simulations of other models. E.g. dry deposition calculated by the RODOS system for the same release scenario and using the same meteorological data was on average by about 3 orders of magnitude higher as compared to FLEXPART results. The error was clarified by analysis of the FLEXPART code. The variable drygrid2 which is written to output netcdf file is  defined in subroutine nc_write_output (source file netcdf_output_mod) as:

drygrid2(ix,jy,kp,nage)=1.e12*drygrid(ix,jy)/area(ix,jy)

Thus converstion to pico- units is done by multiplication on 1E12 factor here. Further inspection of code showed that the variable drygrid is in case of 1 age class and single specie simply equal to the variable drygridunc2, while the latter is defined in time loop when running model in the subroutine drydepokernel: 

        drygridunc2(ix,jy,ks,kp,nunc,nage)= &
          drygridunc2(ix,jy,ks,kp,nunc,nage)+deposit(ks) 

Regarding the variable deposit the comment in the same subroutine states that:

! deposit          amount (kg) to be deposited                               
Thus final deposition should be in pKg·m-2=ng·m-2, and recalculation formula for deposition in [Bq/m2] from deposition in [ng/m2] in case of Cs-137 is: D[Bq·m-2]=3200D[ng·m-2]. For arbitrary radionuclide:
 

	(2)
Now let consider units for output concentration. As it was shown above, units that are declared in output file are ppt (parts per trillion). Let C be volumetric concentration of radioactivity in [Bq·m-3], while nt is volume number density of gas [m-3] (number of atoms in cubic meter) while n is volume number density of radionuclide. Then, as it is obvious from previous considerations: 


Here formula (1) was used and nt was defined through Avogadro number. Hence: 

				(3)
In case of Cs-137: C[Bq·m-3]=1.83E4·ppt. 

[bookmark: _Toc8637877]Simulation results
[bookmark: _Toc8637878]FLEXPART results for the considered scenario
Fig. 1 presents the total dry-deposited cesium [pg/m2] in the simulation. The simulation was performed with 1E5 particles. However increasing the number of particles to 2E5 does not change result (bottom figure). Therefore, there is no sensitivity regarding number of particles in this case. If compared to other studies, 1E5 particles in present case means almost 2.5 particles per second that is greater than the number of particles that is typically used in e.g. Lagrangian model DIPCOT of the RODOS system, which is about 0.3 particles per second. 
Model predicts two maximums in deposition: one is close to the source and the second is at the territory of Japan. This feature appears because when transported over water the deposition is strongly reduced, while it is again enhanced when plume reaches land. Additionally deposition is increased due to topography rise to the East of Shimane NPP (Japan) which virtually increases deposition velocity. Note that on Fig. 2 with average concentration in air this second maximum on Japanese territory is much less pronounced. Therefore, topography variations has stronger influence on deposition than on airborne concentration. 
The dry deposition simulated in the inner domain is shown in Fig. 3. Generally the results in inner and outer domains strongly correlate, however the maximum deposition in the inner domain (120 ng·m-2) is by the order of magnitude greater the respective value in the outer domain (13 ng·m-2) due to increased grid resolution near the source while the results on course grid are smoothed. 
From Fig. 4, which shows simulated average airborne concentration in inner domain, it is also evident that the estimated location of maximum concentration is significantly influenced by grid resolution.  On finer grid, the point of maximum concentration is located more close to source, though due to elevated release, the plume does not reach ground immediately and therefore the point of maximum concentration is not collocated with the source. The actual location of maximum concentration is not resolved on coarse grid.
Wet deposition is shown in Fig. 5. As it is seen in this scenario, wet deposition was insignificant. Maximum wet deposition occurred only near the west coast of Japan near Shimane NPP (SNPP) and it was more than 3 times less than maximum dry deposition. The territory where wet deposition occurred was also by a few times less than the whole territory covered by the plume. Fig. 6 presents total accumulated precipitation during the simulated day, which confirms that wet deposition occurred at the territories where weak rains occurred. Stronger rain happened to the East-North of SNPP however plume concentrations were very low there (Fig. 2) therefore wet deposition was weaker  as compared to that near SNPP.  
[bookmark: _Toc8637879]Comparison with the results of the RODOS system
It is interesting to compare the results of FLEXPART runs with the results of other well-established models used for simulation of atmospheric transport of radionuclides. Fig. 7 and Fig. 8 present dry deposition and time-integrated concentration of Cs-137 [Bq·s·m-3] simulated for almost the same release and meteorological scenario by the RODOS ADM (DIPCOT model was used). The difference between the release scenario in RODOS and in FLEXPART was only that RODOS used point source located at height 500 m, while FLEXPART used the linear source located between heights 450 and 550. This difference is minor and has no significant influence on comparisons. The calculations with RODOS were performed in the computational domain larger than that of FLEXPART (800 km radius of the domain). Therefore, RODOS plume has larger extend that that by FLEXPART. The computational grid of RODOS is non-uniform. Its resolution varies from 2 km near the source to 30 km far from source.
As it is seen from the presented results, the shapes of the plumes simulated by RODOS and by FLEXPART are very similar. Both, the main orientation and the width of the  plume are well agreed. In both cases – FLEXPART and RODOS Shimane NPP is located on the left of the approximate centerline of the plume. The locations of maximum of airborne Cs-137 concentrations predicted by FLEXPART and RODOS shown at Fig. 7 and Fig. 9 also agree very well. 
It is interesting that RODOS does not predict second maximum of dry deposition at the territory of Japan and at the same time predicts stronger deposition on water. Note that in calculations of the deposition velocity RODOS uses fixed roughness length (which determines friction velocity) as a function of land use only. In contrast FLEXPART uses more correct Charnock formula (Stohl et al., 2016), i.e. roughness length of water depends on wind velocity and hence on the height of water waves. Therefore the results of dry deposition of FLEXPART on water seems to be more justified from physical considerations, while second deposition maximum in FLEXPART simulations occurs as a result of this deposition decrease above water (as discussed above).  
Let compare quantitatively maximums simulated by RODOS and by FLEXPART. Maximum values calculated by RODOS are indicated on top of the Fig. 7 and Fig. 8. Note that because RODOS provided time integrated concentration, it should be divided on simulation time period in seconds (24 hr=86400 s in present case) to recalculate time average value.  For FLEXPART we use formulas (1)-(3) to convert results from mass units to Bq. Also because maximum values are considered we used the results from the inner grid (Fig. 3 and Fig. 4) to avoid smoothing as discussed above. The resulting values are indicated in Table 1. As it is seen, the agreement between maximum concentrations is excellent. Regarding dry deposition, RODOS exceeds the respective value by FLEXPART by the factor of about 2. This difference is most probably caused by the finer grid resolution of RODOS near the source (2 km) as compared to FLEXPART inner grid (about 12 km). Consistently with this result, location of maximum average concentration is predicted by FLEXPART at more far distance from the source (9 km) as compared to the distance to maximum location predicted by RODOS (7 km). 

Table 1 – Comparison of simulated by FLEXPART and by RODOS maximum concentrations and depositions for the considered scenario
	
	FLEXPART
	RODOS (DIPCOT)

	Max. dry deposition [Bq·m-2]
	1.6E5
	3.8E5

	Max. average concentration [Bq·m-3]
	2.6E3
	2.4E3

	Dist. from the source to max. average concentration [km]
	9
	7



[bookmark: _Toc8637880]Conclusions
FLEXPART-WRF model was successfully installed in KIOST. Several bugs and occurring during model installation and runs were fixed as described in the main report and in Appendix 1. The report presents the detailed instructions regarding model operation and results processing which will be useful for next users of model in KIOST. The first tests performed for the hypothetical release scenario and using meteorological output produced by operation meteorological model WRF running at KIOST had shown that model is able to reliably predict radionuclide concentration in air, together with dry and wet deposition on surface. The obtained results were  in agreement with the simulations of the EU nuclear emergency response system  RODOS which were carried out for the same release and meteorological scenario. 
[image: ][image: ]
[image: ]
Figure 1 – Dry deposition of cesium in simulation scenario [ng·m-2]. Upper – 200000 particles, bottom – 100000 particles. Results on the outer grid (resolution 0.5 deg.)
[image: ] [image: ]
Figure 2 – Time-average air concentration [ppt] in simulated scenario
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Figure 3 – results of the dry deposition simulation on the inner grid with resolution 0.125 deg.
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Figure 4 – Time-average air concentration [ppt] in simulated scenario (inner domain); bottom – zoom around the point of release (Hanul NPP) with the indicated location of maximum concentration
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Figure 5 – Wet deposition of Cs-137 in simulated scenario [ng·m-2]
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Figure 6 – Simulated by WRF accumulated daily precipitation during 2019.01.01 [mm]
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Figure 7 – Calculated by the RODOS system dry deposition of Cs-137 for the same release and meteorological scenario as used by FLEXPART (see text). 
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Figure 8 –  Calculated by the RODOS system time integrated air concentration of Cs-137 for the same release and meteorological scenario as used by FLEXPART (see text)
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Figure 9 – Same as Fig. 8, but zoom around NPP with the indicated location of maximum concentration
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[bookmark: _Toc8637882]Appendix 1. Other identified problems in running FLEXPART
Besides some problems noted above, let describe some other problems that appeared during runs of FLEXPART.
· Presently only serial version of the model successfully run  on the KIOST cluster. Mpi version crushes for unknown reasons with ‘Segmentation fault message’

· If proper writing permission is not set to running directory the model crushed with the strange message ‘netcdf can't add hdf5 metadata’. However if write permissions are allowed to the directory and files in folder this problem does not exist.

· If nested domains are defined erroneously, i.e. if inner domain intersects with outer domain model also crushes

· Error was found in writing the coordinates of the nodes of nested domain in file header_d02.nc

Namely, in calculation of the coordinates of nodes, the grid step was taken one from the outer domain (in our case the grid for outer domain is 0.5 deg, while for the inner domain it should be 0.125 deg). The resulting distribution is shifted and stretched in space (Figure). 
Therefore when processing output files of Flexpart from the inner domain the coordinates were redefined using the parameters initially set in input file:
xlong(1,1)=128.0625;%Long. of the left corner is 128. ; grid size 0.125; Lon of the first cell’s center is 128+0.125/2
xlat(1,1)=35.0625;%Lat. of the bottom corner is 35. ; grid size 0.125; Lat of the bottom cell’s center is 128+0.125/2
For i=1:24
For j=1:28
xlong (i,j)=xlong(1,1)+(i-1)*0.125
End
End

for i=1:24
for j=1:28
 xlat(i,j)=xlat(1,1)+(j-1)*0.125
End
End
This is part of the matlab code. Index i corresponds to longitude change, while index j corresponds to change in latitude. The resulting correct boundaries for the longitude and latitude of the centers of inner grid cells are: 35.0675≤lat≤38.4425;  128.0675 ≤lon≤130.9425
The correct figure of deposition was shown above.


  [image: ] [image: ]
Figure - Results from the outer domain (left) with correct coordinates and from inner doman (right) with wrongly defined coordinates by FLEXPART

[bookmark: _Toc8637883]Appendix 2. Contents of the input file 
Contents of the input file flexwrf.input.forward1 used in simulations:
=====================FORMER PATHNAMES FILE===================
/home/ivan/flexpart/run_flexpart/
/home/ivan/flexpart/run_flexpart/
/home/ivan/flexpart/run_flexpart/AVAILABLE2
=============================================================
=====================FORMER COMMAND FILE=====================
    1                LDIRECT:          1 for forward simulation, -1 for backward simulation
    20190101 000000  YYYYMMDD HHMISS   beginning date of simulation
    20190102 000000  YYYYMMDD HHMISS   ending date of simulation
    3600             SSSSS  (int)      output every SSSSS seconds
    3600             SSSSS  (int)      time average of output (in SSSSS seconds)
    180              SSSSS  (int)      sampling rate of output (in SSSSS seconds)
    999999999        SSSSS  (int)      time constant for particle splitting (in seconds)
    180              SSSSS  (int)      synchronisation interval of flexpart (in seconds)
    10.              CTL    (real)     factor by which time step must be smaller than tl
    10               IFINE  (int)      decrease of time step for vertical motion by factor ifine
    1                IOUT              1 concentration, 2 mixing ratio, 3 both, 4 plume traject, 5=1+4
    0                IPOUT             particle dump: 0 no, 1 every output interval, 2 only at end
    0                LSUBGRID          subgrid terrain effect parameterization: 1 yes, 0 no
    0                LCONVECTION       convection: 3 yes, 0 no
    3600.            DT_CONV  (real)   time interval to call convection, seconds
    1                LAGESPECTRA       age spectra: 1 yes, 0 no
    0                IPIN              continue simulation with dumped particle data: 1 yes, 0 no
    0                IFLUX             calculate fluxes: 1 yes, 0 no
    0                IOUTPUTFOREACHREL CREATE AN OUPUT FILE FOR EACH RELEASE LOCATION: 1 YES, 0 NO
    0                MDOMAINFILL       domain-filling trajectory option: 1 yes, 0 no, 2 strat. o3 tracer
    1                IND_SOURCE        1=mass unit , 2=mass mixing ratio unit
    2                IND_RECEPTOR      1=mass unit , 2=mass mixing ratio unit
    1                NESTED_OUTPUT     shall nested output be used? 1 yes, 0 no
    0                LINIT_COND   INITIAL COND. FOR BW RUNS: 0=NO,1=MASS UNIT,2=MASS MIXING RATIO UNIT
    1                TURB_OPTION       0=no turbulence; 1=diagnosed as in flexpart_ecmwf; 2 and 3=from tke.
    1                LU_OPTION         0=old landuse (IGBP.dat); 1=landuse from WRF
    0                CBL SCHEME        0=no, 1=yes. works if TURB_OPTION=1
    0                SFC_OPTION        0=default computation of u*, hflux, pblh, 1=from wrf
    0                WIND_OPTION       0=snapshot winds, 1=mean winds,2=snapshot eta-dot,-1=w based on divergence
    0                TIME_OPTION       1=correction of time validity for time-average wind,  0=no need
    1                OUTGRID_COORD     0=wrf grid(meters), 1=regular lat/lon grid
    1                RELEASE_COORD     0=wrf grid(meters), 1=regular lat/lon grid
    2                IOUTTYPE          0=default binary, 1=ascii (for particle dump only),2=netcdf
    3                NCTIMEREC (int)   Time frames per output file, only used for netcdf
    100                VERBOSE           VERBOSE MODE,0=minimum, 100=maximum
=====================FORMER AGECLASESS FILE==================
    2                NAGECLASS        number of age classes
    7200             SSSSSS  (int)    age class in SSSSS seconds
    999999           SSSSSS  (int)    age class in SSSSS seconds
=====================FORMER OUTGRID FILE=====================
    123.00            OUTLONLEFT      geograhical longitude of lower left corner of output grid
    31.0              OUTLATLOWER     geographical latitude of lower left corner of output grid
    24               NUMXGRID        number of grid points in x direction (= # of cells )
    28               NUMYGRID        number of grid points in y direction (= # of cells )
    0                OUTGRIDDEF      outgrid defined 0=using grid distance, 1=upperright corner coordinate
    0.50           DXOUTLON        grid distance in x direction or upper right corner of output grid
    0.50           DYOUTLON        grid distance in y direction or upper right corner of output grid
    3                NUMZGRID        number of vertical levels
    100.0            LEVEL           height of level (upper boundary)
   1000.0            LEVEL           height of level (upper boundary)
  20000.0            LEVEL           height of level (upper boundary)
================OUTGRID_NEST==========================
   128.5             OUTLONLEFT      geograhical longitude of lower left corner of output grid
    35.0             OUTLATLOWER     geographical latitude of lower left corner of output grid
    24               NUMXGRID        number of grid points in x direction (= # of cells )
    28               NUMYGRID        number of grid points in y direction (= # of cells )
    0                OUTGRIDDEF      outgrid defined 0=using grid distance, 1=upperright corner coordinate
    0.125            DXOUTLON        grid distance in x direction or upper right corner of output grid
    0.125            DYOUTLON        grid distance in y direction or upper right corner of output grid
=====================FORMER RECEPTOR FILE====================
    0                NUMRECEPTOR     number of receptors
=====================FORMER SPECIES FILE=====================
     2               NUMTABLE        number of variable properties. The following lines are fixed format
XXXX|NAME    |decaytime |wetscava  |wetsb|drydif|dryhenry|drya|partrho  |parmean|partsig|dryvelo|weight |
    AIRTRACER     -999.9   -9.9E-09         -9.9                 -9.9E09                   -9.99   29.00
    Cs-137        -999.9    1.0E-04  0.80   -9.9                  2.5E03  6.0E-7  3.0E-1   -9.99   -9.99
=====================FORMER RELEEASES FILE===================
   2                NSPEC           total number of species emitted
   0                EMITVAR         1 for emission variation 
   1                LINK            index of species in file SPECIES
   2                LINK            index of species in file SPECIES
2                 NUMPOINT        number of releases
20190101 000000   ID1, IT1        beginning date and time of release
20190101 120000   ID2, IT2        ending date and time of release
 129.3830         XPOINT1 (real)  longitude [deg] of lower left corner
  37.0928         YPOINT1 (real)  latitude [deg] of lower left corner
 129.3831         XPOINT2 (real)  longitude [deg] of upper right corner
  37.0929         YPOINT2 (real)  latitude [DEG] of upper right corner
        1         KINDZ  (int)  1 for m above ground, 2 for m above sea level, 3 pressure
   450.000        ZPOINT1 (real)  lower z-level
   550.000        ZPOINT2 (real)  upper z-level
  100000          NPART (int)     total number of particles to be released
.1000E+01        XMASS (real)    total mass emitted
.1000E+01         XMASS (real)    total mass emitted
box1              NAME OF RELEASE LOCATION
20190101 000000
20190101 120000
 129.3830
  37.0928
 129.3831
  37.0929
        1
   100.000
  1000.000
  100000
.1000E+01
.1000E+01
box2
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